
A Dual Approach to Imitation Learning from 
Observations with Offline Datasets

DILO learns to imitate from observations:

Truly Off-Policy: Leverage arbitrary prior interaction data

Lower Errors: Avoid Compounding Errors

Stronger Guarantees: Does not minimize loose upper bounds

Efficient: As efficient as vanilla Offline RL
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Dual Formulation (DILO):

𝐦𝐚𝐱
𝒅

 − 𝑫𝒇 𝑴𝒊𝒙𝜷 𝒅, 𝝆 | 𝑴𝒊𝒙𝜷(𝒅𝑬, 𝝆))

𝒔. 𝒕 ∑𝒅 𝒔′, 𝒔′′, 𝒂′′ = 𝟏 − 𝜸 𝒅𝟎 𝒔′, 𝒔′′ + 𝜸∑𝒅 𝒔, 𝒔′, 𝒂′ 𝒑(𝒔′′|𝒔′, 𝒂′)

𝐦𝐢𝐧
𝑽

𝜷 𝟏 − 𝜸 𝔼𝒅𝟎
𝑽 𝒔, 𝒔′ + 𝔼𝒔,𝒔′∼𝑴𝒊𝒙(𝒅𝑬,𝝆) 𝒇𝒑

∗ 𝜸𝑽 𝒔′, 𝒔′′ − 𝑽 𝒔, 𝒔′

− 𝟏 − 𝜷 𝔼𝒔,𝒔′∼𝝆[𝜸𝑽 𝒔′, 𝒔′′ − 𝑽(𝒔, 𝒔′)]

Primal Formulation (Mixture Distribution Matching): Only method to consistently succeed 
on variety of offline datasets

Learns from image observations
With minimal hyperparameter tuning

Able to learn from cross-embodied demonstrations 
And performs well on complex dynamic tasks

Code               Paper 

Overview

No inverse dynamic or discriminator needed!
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