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SkiLD: Unsupervised Skill Discovery Guided by 
Local Dependencies

Skill Learning

Core Takeaway: Diverse skills that induce object 

interactions lead to better downstream performance 

by exploiting dynamic bottlenecks

Overview
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Induces relevant interactions 
more frequently than other 
methods

Skills improve downstream 
task performance, especially 

in high dimensional, 
challenging tasks

1. Identify possible interactions with 
learned dynamics models

2. Learn policies that explore diversity 
in the space of a desired interaction

3. Learn dynamics bottlenecks by 
exploring rare interactions

4. Learn a task-specific policy to exploit 
interaction-inducing skills

Interaction Inference via pointwise Conditional Mutual Information

Skill Learning Reward
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